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(57)  The network monitoring system (100, 200, 300)
comprises a network router (102, 202, 302) with built-in
monitoring data gathering. The network router includes
channels (e.g., CH1) through which data pass in pack-
ets. Each of the packets includes a packet header. The
network router additionally includes a header copier
(150,262) and apacket generator (164, 264). The head-
er copier generates a header copy from the packet
header of at least some of the packets. The packet gen-
erator receives the header copies and forms monitoring
data packets from them. Each monitoring data packet
additionally represents temporal data relating to the
header copies included in it. A method of obtaining per-
formance data relating to a data transmission network
(e.g., 220) that includes a node (e.g., 202) passes (402)
data through the node in packets. Each of the packets
includes a packet header. At least some of the packet
headers are copied (404) to obtain respective header
copies as monitoring data from which monitoring data
packets are formed (406). The monitoring data packets
additionally represent temporal data relating to the
header copies included in them. The monitoring data
packets are transmitted (408) and the performance data
are generated (410) from the monitoring data contained
in the monitoring data packets.

Network monitoring system with built-in monitoring data gathering
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Description
Background of the Invention

[0001] Network routers control the flow of data traffic
in networks, between networks and between networks
and end users. Basic information on routers and their
use in networks is disclosed by Radia Perlman in the
book entitled INTERCONNECTIONS, the second edi-
tion of which was published by Addison-Wesley in 1999.
[0002] Figure 1A shows the structure of a typical rout-
er 10. The router is composed of a number of channel
cards 12 connected to the backplane 14. The channel
cards receive packets of data from and transmit packets
of data to the user or the network. The channel cards
additionally receive packets of data from and transmit
packets of data to the backplane. The packets of data
transmitted to or from the backplane differ from those
transmitted to and from the network or user and will be
called envelopes to distinguish them.

[0003] The backplane 14 transmits envelopes of data
received from any of the channel cards 12 to a specific
channel of any of the channel cards in accordance with
a channel address included in the header of the enve-
lopes. The channel card determines the channel ad-
dress in response to destination address data in the
headers of the packets and address information stored
inthe addresstable 16. The address table is hierarchical
and stores address information that indicates the net-
work or user connections made to each channel of the
router 10. The address information is detailed with re-
spect to the domains of users connected to the channels
and are more general with respect to networks connect-
ed to the channels.

[0004] Figure 1B shows details of the exemplary
channel card 12. The channel card is composed of the
transmitter/receiver 20, the packet processing engine
(PPE) 22, the address memory 24 and the output queue
buffer 26. More than one transmitter/receiver may be
connected to the packet processing engine, in which
case the channel card handles more than one channel.
In some applications, the transmitter/receiver may be a
transmitter only or a receiver only and the term trans-
mitter/receiver will be understood to cover all these pos-
sibilities.

[0005] The transmitter/receiver (TX/RX) 20 transmits
packets of data to, and receives packets of data from,
the user or the network connected to it. The transmitter/
receiver receives packets of data for transmission from,
and transmits received packets of data to, the packet
processing engine 22.

[0006] The address memory 24 stores all, or a subset
of, the address information stored in the address table
16 (Figure 1A). The address information is transferred
from the address table to the address memory via the
backplane 14 and the PPE 22. The address information
indicates the network address of the network device
connected to each of the channels of the router 10. For
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example, the address information might indicate that a
packet with a particular destination address should be
transmitted to the m-th channel on channel card n.
[0007] The PPE 22 performs a framing operation on
the data stream received from the transmitter/receiver
20 to determine the boundaries of the packets. Once the
boundaries of the packets are determined, the PPE per-
forms a header read operation to read the header of
each packet. The header includes data indicating the
destination, in network terms, of the packet and the
length of the packet. The PPE inserts the packet into
one or more envelopes suitable for transmission
through the router 10. For example, the envelopes may
be packet-like structures having a fixed length.

[0008] The PPE 22 additionally reads the destination
address from the header of the packet and, using ad-
dress data read from the address memory 24 deter-
mines a destination channel in the router 10 for the en-
velopes derived from the packet. The PPE adds a head-
er to each envelope indicating the address of the desti-
nation channel, and feeds the envelopes to the output
queue 26. The output queue temporarily stores the en-
velopes until they can be transmitted via the backplane
14 to the destination channel.

[0009] In the destination channel, the PPE 22 regen-
erates the packets from their respective envelopes and
feeds them to the transmitter/receiver 20, whence they
are transmitted to the network or user. The packets may
be stored in a transmit queue (not shown) prior to trans-
mission.

[0010] The router architecture just described has a
number of aspects that can limit its performance. For
example, the internal queues can delay data through the
router if the data routes connectedto the router are busy.
Moreover, packets can be lost if the quantity of data re-
ceived for transmission to a given destination exceeds
the quantity of data that can be transmitted to this des-
tination. Lost or discarded packets are generally accept-
able in a conventional data transmission environment in
which consequences of lost or delayed packets are rel-
atively minor. For example, the receiver can simply re-
quest that a lost packet be re-transmitted. However, lost
or delayed packets can be an issue for certain services,
such as when the network is used to transmit packets
of audio and video data, or when the network owner has
entered into a service level agreement in which a given
quality of service is guaranteed to a user.

[0011] It would be advantageous to increase the per-
formance of the conventional router in a number of ad-
ditionally aspects, for example:

to provide a metering capability that does not seri-
ously degrade the speed of the router. Such a ca-
pability would enable a user connected to the router
to be billed for the quantity of data transmitted or
received from the network and could optionally ad-
ditionally provide the customer with data indicating
the quality of service provided;
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to provide an enhanced capability for monitoring
conformance with a service level agreement;

to provide an enhanced capability to police network
traffic and to reject attacks from hackers;

to provide an ability to provide data for use in traffic
engineering. For example, to determine the need to
equip the network with additional or alternative
hardware to deal with increased traffic or changed
traffic patterns; and

to provide an ability to alter variable routing topolo-
gies to take account of existing traffic. Convention-
ally, when large quantities of data are distributed
among multiple routes, the routing pattern is fixed
in advance and therefore cannot take into account
the traffic sharing each route. For example, round-
robin sequencing between multiple routes is often
used.

[0012] A key to providing the above capabilities is to
gather data characterizing the data transmission per-
formance of the router and of the network. Some routers
include rudimentary systems for collecting monitoring
data, but the monitoring data generated by such data
collection systems have such a high granularity that
bursty traffic is significantly under-recorded. It is bursty
traffic that most seriously taxes the transmission capa-
bilities of a network. More sophisticated monitoring data
can be collected using external test devices, such as the
test devices sold under the brand names acceSS7and
accessATM/IP by Agilent Technologies, Inc., the assign-
ee of this disclosure. However, such test devices are in-
convenient to use because the interruption of the con-
nections between the channel cards of the router and
the network or user. Moreover, such text devices are ex-
pensive since they duplicate a substantial portion of the
circuitry of the router. It would be expensive to use such
test devices to monitor the performance of the number
of routers that would be required to provide an accurate
picture of the network performance and to provide the
above additional features.

[0013] Thus, what is needed is a router having inex-
pensive, built-in monitoring data gathering so that one
or more of the above capabilities can be provided. What
is also needed is such a router whose built-in monitoring
data gathering easily scales as the speed and through-
put of succeeding generations of routers increase in re-
sponse to the exponential growth in network traffic.
What is also needed is a router having built-in monitor-
ing data gathering in which minimal modifications to the
existing router architecture is required.

Summary of the Invention

[0014] The invention provides a network monitoring
system that comprises a network router with built-in
monitoring data gathering. The network router includes
channels through which data pass in packets. Each of
the packets includes a packet header. The network rout-
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er additionally includes a header copier and a packet
generator. The header copier generates a header copy
from the packet header of at least some of the packets.
The packet generator receives the header copies and
forms monitoring data packets from them. Each moni-
toring data packet additionally represents temporal data
relating to the header copies included in it.

[0015] The network router may additionally comprise
a time stamp generator that generates time stamps. In
this case, the packet generator additionally receives the
time stamps and inserts at least one of the time stamps
into each of the monitoring data packets as part of the
monitoring data.

[0016] Additionally or alternatively, the packet gener-
ator may form each monitoring data packet from the
header copies received during a predetermined interval
of time to provide the temporal data.

[0017] The network monitoring system may addition-
ally comprise a monitoring data processor connected to
receive the monitoring data packets.

[0018] The monitoring data packets may pass to the
monitoring data processor via a lateral signal path.
[0019] Alternatively, the monitoring data processor
may be configured to appear as achannel of the network
router, and the monitoring data packets may be pack-
aged for transport through the network router to the
monitoring data processor. As another alternative, the
monitoring data packets may be packaged for transport
through the network router to a channel of the network
router, whence the monitoring data packets are trans-
ported through the network to the monitoring data proc-
€ssor.

[0020] The invention also provides a method of ob-
taining performance data relating to a data transmission
network. The data transmission network includes a
node. In the method, data are passed through the node
in packets. Each of the packets includes a packet head-
er. At least some of the packet headers are copied to
obtain respective header copies as monitoring data from
which monitoring data packets are formed. The moni-
toring data packets additionally represent temporal data
relating to the header copies included in them. The mon-
itoring data packets are transmitted, and the perform-
ance data are generated from the monitoring data con-
tained in the monitoring data packets.

[0021] The monitoring data packets may be transmit-
ted within the node, and may additionally or alternatively
be transmitted through the network.

[0022] Time stamps may additionally be generated
and at least one of the time stamps may be inserted into
each of the monitoring data packets as part of the mon-
itoring data.

[0023] Additionally or alternatively, each of the moni-
toring data packets may be formed from the header cop-
ies made during a predetermined time to provide the
temporal data.
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Brief Description of the Drawings

[0024] Figure 1Ais a block diagram of a conventional
network router.
[0025] Figure 1B is a block diagram of a channel card

of the conventional router shown in Figure 1A.

[0026] Figure 2 is a block diagram of a first embodi-
ment of a network monitoring system according to the
invention.

[0027] Figure 3 is a block diagram of an example of a
router channel card in the network monitoring system
shown in Figure 2.

[0028] Figure 4 is a block diagram of an example of
the header copier of the channel card shown in Figure 3.
[0029] Figure 5 is a block diagram of a second em-
bodiment of a network monitoring system according to
the invention.

[0030] Figure 6A is a block diagram of an example of
a router in the network monitoring system shown in Fig-
ure 5.

[0031] Figure 6B is a block diagram of an example of
the header processor of the router shown in Figure 6A.
[0032] Figure 7 is a block diagram of a third embodi-
ment of a network monitoring system according to the
invention.

[0033] Figure 8A is a flow chart showing an example
of a method according to the invention for generating
performance data relating to a data transmission net-
work

[0034] Figure 8B is a flow chart showing a first em-
bodiment of the performance data generating process
of the method shown in Figure 8A.

[0035] Figure8Cisaflowchartshowingasecond em-
bodiment of the performance data generating process
of the method shown in Figure 8A.

[0036] Figure 8D is aflowchartshowingan alternative
embodiment of the analyzing process of the process
shown in Figure 8C to generate performance data relat-
ing to a network connection.

[0037] Figure 8E is a flow chart showing additional
processing that may be included in the method shown
in Figure 8A.

[0038] Figure 8F is a flow chart showing an embodi-
ment of the monitoring data packet forming process of
the method shown in Figure 8A.

Detailed Description of the Invention

[0039] Embodiments of a network monitoring system
accordingtothe inventionthatincludes atleast one rout-
er with built-in monitoring data gathering will now be de-
scribed with reference to the drawings. In the drawings,
like elements are indicated by the same reference nu-
merals. In this disclosure, a router interconnects one or
more networks and one or more users. A router trans-
ports sets of data called, for example, packets, frames,
cells or protocol data units. In this disclosure, the term
packetwillbe used to describe such sets of data. A com-
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mon feature of the different ways in which data are trans-
ported through a network and between a network and a
user is that each packet includes data fields that repre-
sent such things as address information, control infor-
mation, protocol information, etc. in addition to the data
being transported. In this disclosure, the term header is
used to denote such fields and the term payload data is
used to denote the data being transported.

[0040] The invention is based on the observation that
the headers of the packets received by and transmitted
by a router can provide much of the monitoring data re-
quired to analyze the performance of the network and
its components. The invention is based on the additional
observationthatthe headers represent a relatively small
fraction of the size of the packets and so can be copied
and transported to a monitoring data processor without
significantly increasing the overall number of data han-
dled by the router.

[0041] Figure 2 shows an example of a first embodi-
ment 100 of a network monitoring system according to
the invention. In the example shown, the network mon-
itoring system 100 is composed of the router 102 with
built-in monitoring data gathering and the monitoring da-
ta processor 104. The example of the router shown is
composed of four channel cards 112 each of which proc-
esses four channels. The number of channel cards in
the router and the number of channels per card may dif-
fer from the example shown. The channel cards are con-
nected to a backplane (not shown) that enables data to
pass from one channel to another.

[0042] Anexemplary one ofthe channel cards that will
now be described in more detail is shown at 118. The
other channel cards are similar to the exemplary chan-
nel card 118. Each of the channels of the exemplary
channel card includes a network connector for connect-
ing to a user or a network. An exemplary network con-
nector is shown at 130. The connection may be made
via a cable, an optical fiber or some other suitable form
of connection. The exemplary channel card also in-
cludes the monitor port 132.

[0043] The monitoring data processor 104 includes
an input/output port corresponding to each monitoring
data port of the router 102 and connected thereto by a
link. The input/output port and link corresponding to the
monitor port 132 are shown at 134 and 136, respective-
ly. The monitoring data processor also includes the com-
munication port 138 through which the monitoring data
processor can receive instructions and can transmit the
performance data generated from the monitoring data
received from the router 102. The monitoring data proc-
essor can also receive via the communication port the
performance data or monitoring data generated by the
monitoring data processors connected to other routers
or independent monitoring data processors. The com-
munication port is typically a network port such as an
Ethernet port.

[0044] The monitoring data processor 104 is typically
a member of a hierarchical structure of interconnected
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monitoring data processors. A four-level hierarchical
structure of monitoring data processors would typically
be used to monitor the performance of a typical large
network.

[0045] Figure 3 shows details of the exemplary chan-
nel card 118. The channel card includes the transmitter/
receiver 20 for each of the channels CH1-CH4 on the
channel card and the packet processing engine (PPE)
22. Channel CH3 has been omitted to simplify the draw-
ing. The channel card may include more or fewer chan-
nels than the number shown. The channel card addi-
tionally includes an address memory and output queue
connectedto the PPE in amanner similarto the arrange-
ment shown in Figure 1B. However, these elements
have been omitted from Figure 3 to simplify the drawing.
[0046] In each channel of the channel card 118, the
header copier 150 is interposed between the transmit-
ter/receiver 20 and the PPE 22. The header copiers on
the channel card are each connected to the lateral data
path 152. The output of the lateral data path is connect-
ed to the monitoring data output 154 of the monitoring
port 132.

[0047] The header copiers 150 on the channel card
118 are also connected to the clock and control signal
path 156 through which they receive the clock signal
CLOCK and the control data CTRL from the clock and
control signal input 158 of the monitoring port 132. The
clock signal may be, for example, SMPTE time code.
Each header copier includes a time stamp generator
(not shown) that is set and synchronized by the clock
signal. Alternatively, one time stamp generator may pro-
vide time stamps to all the header copiers on one chan-
nel card via the clock and control signal path. The clock
and control signal path can be additionally used to con-
figure each header copier. For example, the path can
be usedto assign a unique identifierto each header cop-
ier andto setthe operational parameters of its functional
blocks. The operational parameters may determine, for
example, the portion or portions of the headers copied
by the header copier.

[0048] Althoughthe header copiers 150 are shown as
separate elements in the example shown in Figure 3,
they may alternatively be integrated with the transmitter/
receiver 20 or with the PPE 22.

[0049] The remainder of the channel card 118 is con-
ventional and will not be described further.

[0050] Figure 4 shows details of an example of the
header copier 150, which will now be described with ad-
ditional reference to Figure 3. The header copier in-
cludes the framer 160, the header reader 162 and the
packet generator 164 controlled by the controller 169.
Also shown is the portion 170 of the lateral data path
152 corresponding to the header copier 150.

[0051] The controller 169 receives the clock and con-
trol signal CLOCK, CTRL from the clock and control sig-
nal path 158. Control data in the clock and control signal
can include a unique identification number for the head-
er copier and instructions for configuring components of
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the header copier 150. Included in the controller 169 is
a time stamp generator (not shown) that is set and syn-
chronized by the clock signal CLOCK. The controller
feeds time stamps TS generated by the time stamp gen-
erator in response to the clock signal to the packet gen-
erator 164. The controller additionally feeds control sig-
nals to control the operation of the framer 160, the head-
er reader 162, the packet generator 164 and the path
controller 179 to these components via the bus 165.
[0052] The framer 160 and the header reader 162
have inputs connected as a side-branch to the data path
166 between the transmitter/receiver 20 and the PPE
22. A suitable buffer may be interposed between the da-
ta path 166 and the inputs of the framer and the header
reader.

[0053] The framer 160 performs a framing operation
on the data stream received from the transmission path
166 to determine the boundaries of the packets. The da-
ta stream may be a stream of data in ATM, Ethernet,
SONET or other data transmission format. The framer
feeds a packet boundary control signal indicating the
packet boundaries to the header reader 162 via the path
168.

[0054] For example, when the data stream is in the
Ethernetformat, in which the start and end of each pack-
et is indicated by a SOP byte and an EOP byte, respec-
tively, the framer changes the state of the packet bound-
ary control signal in response to the SOP byte, and re-
stores the packet boundary control signal to its original
state in response to the EOP byte.

[0055] Inresponsetothe packetboundary control sig-
nal, the header reader 162 performs a header read op-
eration to read the header of each packet in the data
stream received from the transmission path 166. The
header includes data indicating the destination, in net-
work terms, of the packet and the length of the packet.
Alternatively, only a portion or portions of the headerthat
contain data of interest may be read. References to a
header will be understood to encompass a portion of a
headerwhen such portion of a headeris read. The head-
er reader makes a header copy of each header and
feeds the header copy to the packet generator 164. The
header copies constitute at least part of the monitoring
data.

[0056] For example, when the data stream is in the
Ethernetformat, the headerreader 162 can read the first
nbytes it receives after the packet boundary control sig-
nal changes state. Alternatively, the header reader can
read the first p bytes, ignore the next q bytes and read
the next rbytes after the packet boundary control signal
changes state. The header reader can also include a
counter (not shown) that counts the number of bytes re-
ceived while the packet boundary control signal is in its
changed state. In this case, the header reader would
append the resulting byte count to the header copy and
would feed the resulting monitoring data to the packet
generator 164.

[0057] The packet generator 164 receives successive
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time stamps TS generated by the time stamp generator
(not shown) in the controller 169 and appends the most
recent time stamp to each header copy received from
the header reader 162. The time stamps additionally
constitute part of the monitoring data. The packet gen-
erator also packages the monitoring data for transmis-
sion viathe lateral data path 152 to the monitor port 132.
For example, the packet generator may form a monitor-
ing data packet containing several header copies and
their time stamps. Monitoring data packets can have the
same structure as the packets processed by the router
but their type identifier identifies them as monitoring da-
ta packets. The packet generator feeds the monitoring
data packets to the monitor port 132 via the lateral data
path 152.

[0058] The packet generator 164 may also add a
unique identification number to the monitoring data
packet to identify the channel of the router 102 from
which the header copies included in the monitoring data
packet were read. The packet generator may addition-
ally generate a checksum for each monitoring data
packet and include the checksum in the monitoring data
packet. The packet generator may alternatively pack-
age the header copies and their time stamps in other
suitable ways.

[0059] The packet generator 164 can optionally com-
press the monitoring data prior to forming the monitoring
data packets to reduce the number of data transferred
to the monitor port 132 through the lateral data path 152.
[0060] The packet generator 164 and controller 169
are shown in Figure 4 as being part of the header copier
150 of one of the channels on the channel card 118.
However, this is not critical to the invention. A single
packet generator and controller may be shared among
all, or a subset, of the channels on the channel card.
[0061] Figure 4 also shows an example of the portion
170 of the lateral data path 152 that passes through the
header copier 150 of channel N, which is one of the
channels on the channel card 118. The portions of the
lateral data 152 path that pass through the remaining
header copiers on the channel card 118 are identical,
except for the portion of the lateral data path that passes
through the header copier of channel CH1. In the portion
of the lateral data path that passes through the header
copier of channel CH1, the multiplexers 171 and 172,
the data queues 174 and 175 and the path controller
179 are omitted, and the output of the packet generator
164 is connected directly to the monitoring data output
OUT of channel CH1.

[0062] The lateral data path portion 170 includes the
demultiplexer 171, the multiplexer 172, the data queues
174 and 175, the paths 176, 177 and 178, and the path
controller 179. The path controller controls the demulti-
plexer and the multiplexer in response to fullness sig-
nals that indicate the fullness of the data queues 173
and 174, respectively.

[0063] The demultiplexer 171 has an input connected
to the input IN of the lateral data path portion 170, first
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and second outputs connected to the paths 176 and
177, respectively, and a control input connected to one
output of the path controller 179. The multiplexer 172
has first, second and third inputs connected to paths
176,177 and 178, respectively. The multiplexer 172 has
an output connected to the output OUT of the lateral da-
ta path portion 170 and a control input connected to one
output of the path controller. The output of the packet
generator 164 is connected to the path 178. The data
queues 174 and 175 are respectively connected in se-
ries with the paths 178 and 176.

[0064] Normally, demultiplexer 171 is switched by the
path controller 179 to direct the monitoring data packets
it receives at its input to the second output connected to
the path 177, and the multiplexer 172 is switched by the
path controller to direct the monitoring data packets re-
ceived at its second input via path 177 to its output.
[0065] Monitoring data packets generated by the
packet generator 164 are stored in the data queue 174.
When the path controller 179 detects that the data
queue 174 is full, it switches the demultiplexer 171 to
direct the monitoring data packets received at the input
of the demultiplexer to the first output connected to the
data queue 175 via the path 176. The received monitor-
ing data packets accumulate in the data queue 175. At
same time, the path controller switches the multiplexer
172 1o receive the monitoring data packets stored in the
data queue 174 via the third input connected to the path
178.

[0066] When the path controller detects that the data
queue 174 empty, it switches the multiplexer 172 to re-
ceive the monitoring data packets accumulated in the
data queue 175 via the first input connected to the path
176. Meanwhile, additional monitoring data packets
generated by the packet generator 164 accumulate in
data queue 174.

[0067] When the path controller detects that the data
queue 175 is empty, it switches the demultiplexer 171
and multiplexer 172 to their original states, described
above.

[0068] The lateral data path 152 may include a con-
ventional high-speed bus structure or another suitable
data transfer structure instead of the exemplary data
transfer structure shown.

[0069] Since the number of data included in the head-
ers of the packets transmitted or received by each chan-
nel of the router 102 is typically small compared with the
overall number of data transmitted or received by the
channel, the lateral data path 152 is required to operate
no faster than the data path 166 even when there are
several channels on each channel card. For example,
when the headers represent about 5 % of the total data,
the lateral data path can transmitthe header copies read
from over 16 channels without exceeding the speed of
the data path 166.

[0070] The header copier 150 is described above as
copying the headers of all packets passing between the
transmitter/receiver 20 and the packet processing en-
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gine 22. The number of the monitoring data may be re-
duced by configuring the header copier not to copy the
headers of allthe packets. For example, the header cop-
ier may be configured to copy the header of every n-th
packet, or to copy the headers of randomly-selected
packets that constitute a chosen fraction of the total
number of packets.

[0071] The header copier 150 is described above as
adding a time stamp to each header copy. The time
stamps provide temporal data regarding the header
copies included in the monitoring data packets. These
temporal data may be provided in ways different from
adding a time stamp to each header copy, however. For
example, when the temporal resolution with which the
monitoring data are analyzed is relatively coarse, it is
not necessary to know the time at which each header
copy was made with a precision that is substantially
greater than that of the temporal resolution of the anal-
ysis. In this case, the header copier 150 may be simpli-
fied to omit the time stamp generator. Instead, the head-
er copier operates in response to the controller 169 to
generate each monitoring data packet from all the head-
er copies made in a predetermined time. The header
copier then sends the monitoring data packet to the
monitoring data processor 104 through the lateral data
path 152, whose delays are assumed to be small rela-
tive to the predetermined time. The predetermined time
provides the temporal data relating to the header copies
included in the monitoring data packet.

[0072] In an example in which the monitoring data
processor 104 analyzes the monitoring data to deter-
mine the network traffic in five minute intervals, for ex-
ample, the predetermined time may be ten seconds.
The monitoring data processor simply performs its anal-
ysis using the monitoring data in all the monitoring data
packets it receives in each five-minute interval.

[0073] Inembodiments of the monitoring data system,
to be described below, in which the monitoring data
packets are transmitted to the monitoring data proces-
sor through the network, the possibility of transmission
delays makes it desirable for the monitoring data to in-
clude time stamps. However, instead of adding a time
stamp to each header copy, the header copier 150 may
be configured to reduce the number of monitoring data
by generating each packet of monitoring data from all
the header copies made in a predetermined time, and
to include a single time stamp in the monitoring data
packet.

Alternatively, the header copier may be configured to
generate each monitoring data packet from a predeter-
mined number of header copies and to include a single
time stamp in the monitoring data packet. In these cas-
es, the time stamp provides the temporal data relating
to the header copies included in the monitoring data
packet.

[0074] Referring once more to Figure 2, the monitor-
ing data processor 104 receives the monitoring data
from the multiple channels on each channel card via the
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input/output port 134. The monitoring data processor in-
cludes the data base engine 140 that builds the data
base 142 from the monitoring data in the monitoring data
packets received from the router 102. The data base en-
gine puts the different items included in the monitoring
data, such as the header copies and the time stamps,
in different fields of the data base. The data base can
include fields for such items as source address, desti-
nation address, packet size and packet type.

[0075] The monitoring data processor 104 may addi-
tionally include the analysis engine 144 that analyzes
the portion of the data base 142 generated from the
monitoring data gathered by the router 102 to determine
such performance data as:

router latency, mean or sigma - the transit time from
the port of the router at which the packet is received
to port of the router from which the packet was
transmitted;

router packet loss - the number of packets received
by the router that were never transmitted by the
router; and

router throughput - mean, sigma, peak - a count of
the number of bits transmitted obtained by multiply-
ing the number of packets by the packet size includ-
ed in the monitoring data. The packet size is read
from header or determined by the header copier
150, as described above.

[0076] The above performance data characterize the
performance of the router 102.

[0077] The monitoring data processor 104 may addi-
tionally receive additional data from one or more other
monitoring data processors (not shown) via the commu-
nication port 138 and the interface 146, which may be
a network interface. The additional data may include ei-
ther or both of monitoring data and performance data
derived by analyzing such monitoring data. The data
base 142 may additionally include the additional data
received via the communication port.

[0078] The analysis engine 144 can additionally ana-
lyze the portion of the data base 142 generated from the
monitoring data gathered by the router 102 and gener-
ated from the additional data supplied to the monitoring
data processor 104 by the other monitoring data proc-
essors to determine such performance data as:

network latency, mean or sigma - the transit time of
a packet from one node of the network to another;
network packet loss - the number of packets trans-
mitted from one node of the network that are not
received by the indicated destination node; and

network throughput - mean, sigma, peak - a count
of the number of bits transmitted between two
nodes of the network obtained by multiplying the
number of packets by the packet size included in
the monitoring data. The packet size is read from
header or determined by the header copier 150, as
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described above.

[0079] The above performance data characterize the
performance of the network.

[0080] The analysis engine 144 can additionally ana-
lyze the portion of the data base 142 generated from the
monitoring data gathered by the router 102 and gener-
ated from the additional data supplied to the monitoring
data processor 104 by the other monitoring data proc-
essors (not shown) to identify ones of the monitoring da-
ta and the additional data that include header copies
having identical source and destination addresses.
Such header copies belong to packets transmitted
through a connection provided by the network between
the source and the destination. The analysis engine can
generate from the identified ones of the monitoring data
and the additional data such performance data as:

connection latency, mean or sigma - the transit time
of a packet through the connection;

connection packet loss - the number of packets
transmitted from the source that are not received by
the destination; and

connection throughput - mean, sigma, peak - a
count of the number of bits transmitted through the
connection.

[0081] The above performance data characterize the
performance of the connection through the network be-
tween the source and the destination.

[0082] Some of the above performance data can op-
tionally be combined to generate an overall quality of
service metric for the network.

[0083] The monitoring data processor 104 may addi-
tionally transmit all or parts of the data base 142 and the
performance data generated by the analysis engine 144
to other monitoring data processors via the communi-
cation port 138 and the interface 146 as additional data
for the other monitoring data processors.

[0084] Billing data can be generated from the connec-
tion performance data without slowing the performance
of any of the routers being monitored.

[0085] Data processingtechniques for performing the
above analyses and for generating billing data are
known in the network monitoring art and therefore will
not be described here.

[0086] Whenthe monitoring data included inthe mon-
itoring data packets have been subject to compression,
as described above, the monitoring data processor 104
additionally includes a data expander configured to ex-
pand the compressed monitoring data.

[0087] Figure 5 shows an example of a second em-
bodiment 200 of a network monitoring system according
to the invention. The network monitoring system 200 in-
cludes the router 202 and the monitoring data processor
204.

[0088] The monitoring data generated from all the
channels of the router 202 pass through the fabric of the
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router to one channel of the router, whence the monitor-
ing data are fed to the monitoring data processor 204.
Inthe example shown, the monitoring data pass through
the fabric of the router to the output channel 217. The
monitoring data are fed from the output channel through
the network 220 to the monitoring data processor 204.
The monitoring data passed to the output channel 217
may alternatively be fed to the monitoring data proces-
sor via a non-network connection, such as a cable, an
optical fibre or some other suitable connection, extend-
ing between the connector 222 on the output channel to
the network port 234 on the monitoring data processor.
[0089] In the example shown, the router 202 is com-
posed of four channel cards 212 each of which process-
es four channels. The number of channel cards in the
router and the number of channels per card may differ
from the example shown. The channel cards are con-
nected to a backplane (not shown) through which enve-
lopes of data pass from one channel to another. A con-
nector for connecting one channel of the exemplary
channel card 218 to a user or a network is shown at 230.
The connection may be made via a cable, an optical fib-
er or some other suitable form of connection.

[0090] Channel 217 of the router 202 is connected to
the network 220 and is used as an output channel to
transmit the monitoring data gathered by the router 202
to the monitoring data processor 204 or to one or more
additional destinations. The connector 222 of the output
channel is shown connected to the network. The moni-
toring data are transmitted in conventional network-
compatible monitoring data packets whose type identi-
fier identifies them as monitoring data packets. When
the number of monitoring data is small, the unused ca-
pacity of the output channel may be used to transmit or
receive other data. When the number of monitoring data
exceeds the transmission capacity of a single output
channel, more than one output channel is required.
Even when the number of output data is insufficient to
fully load a single output channel, different portions of
the monitoring data may be transmitted to different des-
tinations via more than one of the channels of the router,
each acting as an output channel. Again, the unused
capacity of the output channels may be used to transmit
or receive other data.

[0091] The monitoring data processor 204 includes
the network port 234 through which it is connected to
the network 220. In the example shown, the network port
is connected via the network interface 246 to the data
base engine 140 and the analysis engine 144. The rout-
er 202 may transmit the monitoring data to the monitor-
ing data processor, as will be described below.

[0092] The monitoring data processor 204 may be
connected by the network port 234 and the network 220
to other monitoring data processors (not shown) in a hi-
erarchical structure that enables performance data for
an entire network (not shown) to be generated, as de-
scribed above. The monitoring data processor may al-
ternatively be connected to one or more of such other
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monitoring data processors by another network or by
some other interconnection scheme.

[0093] The monitoring data processor 204 may re-
ceive additional data, which may include either or both
monitoring data and performance data from one ormore
of the other monitoring data processors (not shown). In
addition, the monitoring data processor 204 may trans-
mit monitoring data or performance data to one or more
of other monitoring data processors as additional data
for the other monitoring data processors. The perform-
ance data are obtained by analyzing the monitoring da-
ta.

[0094] The invention is based on the additional obser-
vation that the packet processing engine (PPE) of the
router already performs a framing operation, reads the
headers of the packets and puts the received packets
into envelopes for transfer through the backplane to an-
other channel. Since the number of data included in the
headers is generally small compared with the overall
number of data handled by the router, using the existing
fabric of the router to copy the headers and transport
the header copies via the backplane to an output chan-
nel for transmission to a monitoring data processor en-
ables the monitoring data to be gathered at the expense
of arelatively small decrease in the overall payload data
throughput of the router. Alternatively, gathering the
monitoring data this way would require a relatively small
increase in the hardware performance of the router to
maintain the original payload data throughput.

[0095] Figure 6A is a block diagram showing an ex-
ample of the router 202 in greater detail. This example
will now be described with additional reference to Figure
5. The router includes the channel cards 212 and the
backplane 214. The channel cards 218 and 219 are
shown as examples of the channel cards 212. The out-
put channel 217 through which the gathered monitoring
data are fed via the network 202 to the monitoring data
processor 204 is located on the channel card 219. The
router would typically include channel cards in addition
to those shown, but these have been omitted to simplify
the drawing. The channel cards may each handle more
than the single channel shown.

[0096] The router 202 additionally includes the clock
generator 280 whose output is connected to the clock
signal track 282 on the backplane 214. The clock gen-
erator generates a clock signal that is distributed to the
channel cards 212 via the clock signal track 282. The
clock signal track may be a single additional track on the
backplane and so is relatively easy to accommodate.
The clock signal generator is shown located on the
backplane 214. Alternatively, it may be located on one
of the channel cards to minimize the changes that need
to be made to the backplane.

[0097] The channel card 218 will now be described.
The channel card 219 may be similar. The channel card
218 includes the transmitter/receiver 20, the enhanced
packet processing engine (EPPE) 222 and the card
memory 224. The channel card will typically include
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more than one transmitter/receiver sharing a common
EPPE. Only one transmitter/receiver is shown to simpli-
fy the drawing. The channel card will typically include
an output data queue between the EPPE and the back-
plane 214, but this has been omitted to simplify the
drawing.

[0098] The enhanced packet processing engine 222
includes the conventional packet processing engine
(PPE) 22, described above, together with the header
processor 223. A fixed fraction of the resources of the
EPPE may be allocated to the header processor. Alter-
natively, the resources of the EPPE may be dynamically
allocated between the PPE and the header processor.
However, when this is done, the allocation is controlled
so that the resources allocated to the header processor
do not fall below a minimum.

[0099] The card memory 224 is partitioned between
the conventional address memory 24 and the monitor-
ing data buffer 225. A fixed fraction of the card memory
may be allocated to the monitoring data buffer. Alterna-
tively, the card memory may be dynamically allocated
between the address memory and the monitoring data
buffer. However, when this is done, the allocation is con-
trolled so that the card memory allocated to the moni-
toring data buffer does not fall below a minimum. The
minimum resource allocations to the header processor
223 and monitoring data buffer 225 ensure that the mon-
itoring data continue to be gathered even when the traf-
fic flow through the channel card 218 is at a peak.
[0100] Figure 6B is a block diagram showing an ex-
ample of the EPPE 222, including the header processor
223, in more detail. The header processor is composed
of the header copier 262, the time stamp generator 263
and the packet generator 264.

[0101] The EPPE 222 receives a data stream from the
transmitter/receiver 20 and the PPE 22 performs the
conventional framing, header reading, destination chan-
nel determination and envelope generation operations
described above. The framing operation performed by
the PPE generates a packet boundary control signal
PBCS. The PPE feeds a data stream D and the packet
boundary control signal to the header copier 262. The
data stream D may be the data stream that passes be-
tween the transmitter/receiver and the PPE, or may be
a copy of this data stream. In response to the packet
boundary control signal, the header copier makes a
copy of, or otherwise reads, the header of each packet,
or of a portion of the header in which data of interest
reside and feeds the header copy to the time stamp gen-
erator 263. References to a header will be understood
to encompass a portion of a header when such portion
of a header is read, copied or otherwise captured.
[0102] The time-stamp generator 263 is set and syn-
chronized by the clock signal CLOCK received from the
clock signal generator 280 via the clock signal track 282.
The time stamp generator receives each header from
the header copier 262, adds a time stamp to the header
and stores the resulting monitoring data in the monitor-
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ing data buffer 225.

[0103] The packet generator 264 reads a number of
the monitoring data from the monitoring data buffer 225,
forms the monitoring data into a monitoring data packet
addressed to the monitoring data processor 204 and
feeds the monitoring data packet MDP back to the PPE
22. The PPE treats the monitoring data packet received
from the packet generator as a packet of received data
and puts the monitoring data packet into one or more
envelopes labelled with the address of the output chan-
nel 217 of the router 202. The PPE then transfers the
envelopes of monitoring data through the backplane
214 to the output channel 217, which is the channel in-
dicated by the channel address in the envelopes.
[0104] The header processor 223 may be configured
to pass some or all of the headers and time stamps di-
rectly from the time stamp generator 263 to the packet
generator 264. When no headers and time stamps are
stored, the monitoring data buffer 225 may be omitted.
[0105] As a further alternative, the PPE 22 may be
configured to make copies of the headers or portions
thereof and pass the copies to the time stamp generator
263 or to the packet generator 264.

[0106] The output channel 217 treats the envelopes
of the monitoring data received as any other envelopes
received from the backplane 214. The output channel
extracts the monitoring data packet from the envelope
or envelopes and transmits the monitoring data packet
to the network. For example, the envelope containing
the monitoring data packet formed from the header cop-
ies and their time stamps may be transferred through
the backplane to the output channel 217 on the channel
card 219 for transmission to the network.

[0107] As noted above, the headers typically repre-
sent about 5% of the data throughput of the router 202.
Transmitting the envelopes containing the monitoring
data through the fabric of the router would tend to slow
the transmission of envelopes containing the payload
data through the router by approximately this amount.
The quantity of monitoring data transmitted through the
router can be reduced by configuring the header proc-
essor 223 to perform processing different from that de-
scribed above. For example, in some applications, it
would be sufficient for the header processor to count the
number of headers transmitted or received in a prede-
terminedtime. The header processorwould then, at pre-
determined times, generate a monitoring data packet
that includes the packet count and a time stamp for
transfer through the router 202 to the output channel
217.

[0108] Alternatively, the header processor 223 could
include a processor (not shown) that compresses or oth-
erwise aggregates the header copies before feeding
them to the packet generator 264. As a further alterna-
tive, the header copier 262 could be configured to feed
to the packet generator copies of the headers of only
certain types of packets, such as those having common
source and destination addresses. As a yet further al-
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ternative, the header copier could be configured to feed
to the packet generator copies of the headers of a sam-
ple of the packets transmitted or received. For example,
the header copier could feed to the packet generator a
copy of the header of every m-th packet transmitted or
received or a copy the header of randomly-selected
packets that constitute a chosen fraction of the total
number of packets or a copy of the first header that oc-
curs after t bits have been transmitted or received.
[0109] Moreover, also as noted above, in applications
in which the time at which each header copy was made
does not have to be exactly known, the packet generator
264 may be configured to form each monitoring data
packet from the header copies received in a predeter-
mined time or from a predetermined number of header
copies, and to include a single time stamp in the moni-
toring data packet. The time stamp provides temporal
data relating to the header copies included in each mon-
itoring data packet.

[0110] The measures just described can be used to
reduce the number of monitoring data fed through the
fabric of the router 202 and therefore potentially in-
crease the throughput of payload data.

[0111] The monitoring data processor 204 processes
the monitoring data output by the router 202 in a manner
similar to monitoring data processor 104 described
above. The analyses performed by the monitoring data
processor, alone or in cooperation with other monitoring
data processors, are also similar to those performed by
the monitoring data processor 104. Consequently, the
monitoring data processor 204 will not be described fur-
ther.

[0112] Figure 7 is a block diagram of an example of a
third embodiment 300 of a network monitoring system
according to the invention. The network monitoring sys-
tem 300 is a variation on the network monitoring system
200 shown in Figures 5 and 6A. Elements of the network
monitoring system shown in Figure 7 that correspond to
elements of the network monitoring system shown in
Figures 5 and 6A are indicated using the same refer-
ence numerals and will not be described further.
[0113] In the network monitoring system 300, the in-
ternal monitoring data processor 304 is internal to the
router 302. The internal monitoring data processor is
preferably configured to appear to the router 302 as one
of its channels and is allocated a channel address so
that it can receive the envelopes of monitoring data
transferred to the backplane 314 from the channel cards
212. The internal monitoring data processor can be con-
figured to perform such tasks as header counting, head-
er aggregation and compression, header selection and
header sampling in addition to, or instead of, the header
processors, such as the header processor 223, in the
channel cards 212. The internal monitoring data proc-
essor 304 can additionally or alternatively have an in-
ternal structure similar to that of the monitoring data
processor 204, described above, and can perform the
data base building and data analysis performed by the
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monitoring data processor 204 described above. This
would allow the external monitoring data processor 204
to be omitted.

[0114] Figure 7 additionally shows the output of the
internal monitoring data processor 304 connected to the
performance data output 386. When the internal moni-
toring data processor is located on the backplane 314
as shown, the performance data output enables the per-
formance data to be output directly from the backplane,
in monitoring data packets, in envelopes or in some oth-
erdata format. The monitoring data may be similarly out-
put.

[0115] Additionally or alternatively, the internal moni-
toring data processor 304 may package the perform-
ance data in monitoring data packets enclosed in enve-
lopes and transmit the envelopes through the fabric of
the router 302 to the output channel 217. The output
channel would then transmit the performance data via
the network 220 to another monitoring data processor
in the above-described hierarchical arrangement of
monitoring data processors. The internal monitoring da-
ta processor may transmit the monitoring data in a sim-
ilar way.

[0116] In generating the performance data, the inter-
nal monitoring data processor 304 may receive addition-
al data, which may be one or both of monitoring data
and performance data, from monitoring data processors
(not shown) in, or connected to, other routers of the net-
work, as described above. Such additional data may be
received in packets identified as monitoring data pack-
ets. Such packets may be received via one of the chan-
nels of the router 202 and fed through the fabric of the
router to the internal monitoring data processor.
[0117] The internal monitoring data processor 304 is
shown located on the backplane 314, but this is not crit-
ical to the invention. Part of one of the channel cards
may be used to accommodate either or both of the in-
ternal monitoring data processor 304 and the clock sig-
nal generator 280. The performance data output 386
may also be located on one of the channel cards. Trans-
ferring the monitoring data packets in envelopes
through the fabric of the router contributes to this flexi-
bility of location.

[0118] The number of the monitoring data may be re-
duced inthe manner described above by configuring the
header processor 223 not to copy the headers of all
packets. Moreover, also as noted above, in applications
in which the time at which each header copy is made
does not have to be exactly known, the header proces-
sor may be configured to form each of the monitoring
data packets from the header copies received in a pre-
determined interval of time. Optionally, a time stamp
may be added to each monitoring data packet.

[0119] The performance data generated by the mon-
itoring data processors described in this disclosure may
be used to control the operation of the routers in the net-
work. For example, the performance data may be used
to control the way in which the routers divide large data
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transmissions among multiple transmission routes, tak-
ing into account the pre-existing traffic on the routes.
[0120] The embodiments of the network monitoring
system and elements thereof described in this disclo-
sure may be constructed from discrete components,
small-scale or large-scale integrated circuits, suitably-
configured ASICs and other suitable hardware. Alterna-
tively, portions of the network monitoring systems and
the elements thereof may be constructed using a digital
signal processor, microprocessor, microcomputer or
computer with internal or external memory operating in
response to a program fixed in acomputer-readable me-
dium. In computer- and DSP-based embodiments, the
various elements shown herein may be ephemeral, and
may only exist temporarily as the program executes. In
such embodiments, the program could be conveyed to
the hardware on which it is to run by embodying the pro-
gram in a suitable computer-readable medium, such as
a set of floppy disks, a CD-ROM, a DVD-ROM, a read-
only memory or could be transmitted to such hardware
by a suitable data link.

[0121] Figure 8 is a flow chart illustrating an example
of the method 400 according to the invention for obtain-
ing performance data relating to a data transmission
network that includes a node, such as a router.

In process 402, data are passed through the node
in packets. Each of the packets includes a packet head-
er.

In process 404, at least some of the packet head-
ers are copied to obtain respective header copies as
monitoring data.

In process 406, monitoring data packets are
formed from the monitoring data. The monitoring data
packets additionally represent temporal data related to
the header copies included therein.

In process 408, the monitoring data are transmit-
ted in the monitoring data packets.

In process 410, the performance data are gener-
ated from the monitoring data received in the monitoring
data packets.

[0122] In process 404, all of the packet headers may
be copied to obtain respective header copies.

[0123] In process 408, the packets of monitoring data
may be transmitted internally within the node, or may be
transmitted through the network to another node. The
other node may be one at which monitoring data are
gathered, or may be one at which no monitoring data
are gathered, but at which performance data are gener-
ated from monitoring data gathered at other nodes.
[0124] Figure 8B illustrates a first embodiment of the
performance data generating process 410.

In process 420, a data base is built of the monitor-
ing data received in the monitoring data packets.

In process 422, the monitoring data in the data
base are analyzed to generate the performance data.

The performance data may relate to the perform-
ance of the node where the performance data are gath-
ered.
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[0125] Either or both of the monitoring data and the
performance data derived at least in part from the mon-
itoring data may be transmitted to one or more other
nodes of the network as additional data. This enables
performance data relating to the performance of the net-
work to be generated. Performance data relating to the
performance of the network may be generated by per-
forming hierarchical processing of monitoring data and
performance data received from nodes of the network.
[0126] Figure 8C illustrates a second embodiment of
the performance generating process 410.

In process 430, additional data relating to at least
one additional node of the network are received. The
additional data include either or both monitoring data
and performance data.

In process 432, the monitoring data and the addi-
tional data are analyzed to generate the performance
data. The performance data generated relate to the per-
formance of the network.

[0127] Figure 8D illustrates an alternative embodi-
ment of process 432 shown in Figure 8C.

In process 440, ones of the monitoring data and
the additional data including headers having identical
source and destination addresses are identified.

In process 442, the performance data are deter-
mined from the identified ones of the monitoring data
and additional data. The performance data generated
relate to the performance of a connection through the
network between the source and destination.

[0128] The method 400 may additionally include con-
trolling the node of the network in response to the per-
formance data.

[0129] Also in the method 400, billing data may addi-
tionally or alternatively be generated from the perform-
ance data and the customer may be billed using the bill-
ing data.

[0130] Figure 8E shows optional additional processes
of the method 400.

In process 450, time stamps are generated.

In process 452, at least one of the time stamps is
inserted into each of the monitoring data packets as part
of the monitoring data.

In process 452, one of the time stamps may be
inserted for each of the header copies included in the
monitoring data packet.

[0131] Figure 8F shows an embodiment of process
406 shown in Figure 8A. In process 460, each of the
monitoring data packets is formed from the header cop-
ies made during a predetermined interval of time to pro-
vide the temporal data.

[0132] Time stamps may additionally be generated
and at least one of the time stamps inserted into each
of the monitoring data packets formed in process 460.
The time stamps become part of the monitoring data.
[0133] Although this disclosure describes illustrative
embodiments of the invention in detalil, it is to be under-
stood that the invention is not limited to the precise em-
bodiments described, and that various modifications
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may be practiced within the scope of the invention de-
fined by the appended claims.

Claims

1. A network monitoring system (100, 200, 300) com-
prising a network router (102, 202, 302) with built-
in monitoring data gathering, the network router in-
cluding:

channels, (e.g., CH1) through which data pass
in packets, each of the packets including a
packet header;

a header copier (150, 262) that generates a
header copy from the packet header of at least
some of the packets; and

a packet generator (164, 264) that receives the
header copies and forms monitoring data pack-
ets therefrom, each of the monitoring data
packets additionally representing temporal da-
ta relating to the header copies included there-
in.

2. The network monitoring system of claim 1, in which:

the network router additionally includes a time
stamp generator (164, 263) that generates time
stamps; and

the packet generator additionally receives the
time stamps and inserts at least one of the time
stamps into each of the monitoring data pack-
ets as part of the monitoring data.

3. The network monitoring system of claim 2, in which
the packet generator inserts into each of the moni-
toring data packets one of the time stamps for each
of the header copies included therein as part of the
monitoring data.

4. The network monitoring system of any one of claims
1-8, in which the packet generator forms each one
of the monitoring data packets from the header cop-
ies received during a predetermined interval of time
to provide the temporal data.

5. The network monitoring system of claim 4, in which:

the network router additionally includes a time
stamp generator (169, 263) that generates time
stamps; and

the packet generator forms each one of the
monitoring data packets from the header cop-
ies received during a predetermined interval of
time and additionally receives the time stamps
and inserts one of the time stamps into each of
the monitoring data packets, the predetermined
interval of time and the predetermined interval
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of time collectively constituting the temporal da-
ta.

6. The network monitoring system of claim 1, in which

the header copier generates a header copy fromthe
packet headers of all of the packets.

The network monitoring system of any one of claims
1-6, in which:

each of the channels includes a packet
processing engine (22) that packages packets
in envelopes for passage through the network
router to another of the channels;

the packet generator passes the monitoring da-
ta packets to the packet processing engine,
which packages the monitoring data packets in
envelopes addressed to one of the channels;
the envelopes containing the monitoring data
packets pass through the network router to the
one of the channels to which they are ad-
dressed;

the network monitoring system additionally
comprises a monitoring data processor (204)
connected to the one of the channels to which
the envelopes containing the monitoring data
packets are addressed, the monitoring data
processor including a data base engine (140)
that operates to build a data base from the mon-
itoring data received in the monitoring data
packets.

The network monitoring system of claim 7, in which
the monitoring data processor is connected to the
channel of the router by the network (220).

The network monitoring system of any one of claims
1-8, in which:

the network router additionally includes:

in each of the channels, a packet process-
ing engine (22) that packages packets in
envelopes for passage through the net-
work routerto another of the channels, and
a monitoring data processor (304) config-
ured to appear as an additional one of the
channels, the monitoring data processor
including a data base engine that operates
tobuild a data base from the monitoring da-
ta received in the monitoring data packets;

the packet generator passes the monitoring da-
ta packets to the packet processing engine,
which packages the monitoring data in enve-
lopes addressed to the monitoring data proces-
sor; and

the envelopes containing the monitoring data
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packages pass through the network router to
the monitoring data processor.

The network monitoring system of any one of claims
1-9, additionally comprising a monitoring data proc-
essor (104, 204, 304) connected to receive the
monitoring data packets and including a data base
engine (140) that operates to build a data base
(142) from the monitoring data included in the mon-
itoring data packets.

The network monitoring system of claim 10, in
which the monitoring data processor additionally in-
cludes an analysis engine (144) for analyzing the
monitoring data in the data base to generate per-
formance data relating to the network router.

The network monitoring system of claim 10, in
which:

the network router is a first network router and
is connected to a network that includes at least
one second network router with built-in moni-
toring data gathering;

the monitoring data processor additionally in-
cludes:

acommunications port (138, 234) connect-
ed to receive additional data from the at
least one second network router, the addi-
tional data including at least one of (a)
monitoring data and (b) performance data,
and

an analysis engine (144) that analyzes the
monitoring data and the additional data to
generate performance data relating to per-
formance of the network.

The network monitoring system of claim 12, in
which the analysis engine additionally operates to
identify ones of the monitoring data and the addi-
tional data including headers having identical
source and destination addresses, and generates
the performance data from the identified ones of the
monitoring data and additional data, the perform-
ance data generated relating to the performance of
a connection through the network between the
source and destination.

The network monitoring system of claim 10, in
which the monitoring data processor is a first mon-
itoring data processor and additionally includes a
communications port (138, 234) configured to feed
at least one of (a) the data base and (b) perform-
ance data generated at least in part from the data
base to a second monitoring data processor.

The network monitoring system of claim 14, in



16.

17.

18.

19.

20.

21.

22,

23.
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which the communications port is connected to the
network.

The network monitoring system of claim 14, in
which the first monitoring data processor and the
second monitoring data processor are elements of
a hierarchical structure of monitoring data proces-
sors.

A method of obtaining performance data relating to
a data transmission network (e.g., 220) including a
node (e.g., 202), the method comprising:

passing (402) datathrough the node in packets,
each of the packets including a packet header;
copying (404) at least some of the packet head-
ers to obtain respective header copies as mon-
itoring data;

forming (406) monitoring data packets from the
monitoring data, the monitoring data packets
additionally representing temporal data relating
to the header copies included therein;
transmitting (408) the monitoring data packets;
and

generating (410) the performance data fromthe
monitoring data contained in the monitoring da-
ta packets.

The method of claim 17, in which, in transmitting the
monitoring data, the monitoring data packets are
transmitted within the node.

The method of claim 17, in which, in transmitting the
monitoring data, the monitoring data packets are
transmitted through the network.

The method of any one of claims 17-19, in which
generating the performance data includes:

building (420) a data base of the monitoring da-
ta received in the monitoring data packets; and
analyzing (422) the monitoring data in the data
base to generate the performance data.

The method of any one of claims 17-20, additionally
comprising transmitting at least one of (a) the data
base and (b) performance data derived at least in
part from the data base to at least one other node
of the network.

The method of any one of claims 17-21, in which
generating the performance data includes perform-
ing hierarchical processing of data bases and per-
formance data received from nodes of the network.

The method of any one of claims 17-21, in which,
in generating the performance data, the monitoring
data are analyzed to generate performance data re-
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29.

30.

31.

26
lating to performance of the node.

The method of any one of claims 17-21, in which
generating the performance data includes:

receiving (430) additional data relating to at
least one additional node in the network, the ad-
ditional data including at least one of monitoring
data and performance data; and

analyzing (432) the monitoring data and the ad-
ditional data to generate the performance data,
the performance data generated relating to per-
formance of the network.

The method of claim 24, in which analyzing the
monitoring data and the additional data includes:

identifying (440) ones of the monitoring data
and the additional data including headers hav-
ing identical source and destination addresses;
and

generating (442) the performance data fromthe
identified ones of the monitoring data and the
additional data, the performance data relating
to performance of a connection through the net-
work between the source and destination.

The method of any one of claims 17-25, additionally
comprising controlling operation of the node in re-
sponse to the performance data.

The method of any one of claims 17-25, additionally
comprising:

generating billing data from the performance
data; and
billing a customer using the billing data.

The method of any one of claims 17-27, additionally
comprising:

generating (450) time stamps; and
inserting (452) at least one of the time stamps
into each one of the monitoring data packets.

The method of claim 28, in which, in inserting at
least one of the time stamps into each one of the
monitoring data packets, one of the time stamps is
inserted for each of the header copies included
therein.

The method of claim 17, in which, in forming moni-
toring data packets from the monitoring data, each
one of the monitoring data packets is formed (460)
from the header copies made during a predeter-
mined time to provide the temporal data.

The method of any one of claims 17-30, in which,
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in copying at least some of the packet headers, all
the packet headers are copied.

10

15

20

25

30

35

40

45

50

55

15

28



EP 1 152 570 A2

12\
(- CHCARD 1
12
TO/ | = CH CARD 2 Back |14
FROM 12 PLANE
NET OR |
USER | = CH CARD 3
12
| - » CH CARD 4
18—
10
ADDRESS | ..
TABLE [
(PRIOR ART)
] /20 """""""" T e T 26 ;
TO/FROM | R = 0
NET ~—++ TX/RX PPE :
OR USER ! | FROM
: 1 | BACK-
! { PLANE
i 24 :
{18 5
g ADDRESS !
: MEMORY ;
(PRIOR ART)

16



EP 1 152 570 A2

/112 /112 [112 [112

1mse— [ 0 0 0
1301 0 0 0
0 (] { ( —102
1324
/ f fO /0 100
136Nj? \? —
134— - Y? - \? -
142~__| DB ﬂ-—-l—. — 104
4
DBE o AN I/F ~—-| H\138
7 ) ]
140 144 146
Y ettt -/-2-2- T
¥ 20 190 118
TO/ +—++ TX/RX CSII’JIER - :
FROM | > ; |
USER i CH1! |
OR NET! tommmmemmmomcceeec b o S S i ,
: -—152 I
------------------------------------- A} l
1! I
| - 10 |
H HDR H |
;ggﬁ TX/RX ) COPIER : PPE ‘—:—57
e o
OR NET! tocmmmmm b 202
' | PLANE
| 118 156 152 |
R e el TP LT 1 1
I} 20 ! 150 ¢ !
) 4 K i 1
([ HDR ' !
TO/ <—+* TX/RX | -«
FROM 11 ] COPIER 5 !
USER 1} CH 4! |
OR NET! PR SR DR o ; |
158 | CLOCK, CTRL !
- _152 |
| MONITOR PORT ,
32 - o ____ |
MONITORING DATA
154 FIG.3

17



EP 1 152 570 A2

IN
166 RSN
TO/FROM [ TO/FROM
TX/RX PPE 176
160—~ 150
FRAMER 162 T _
| e PATH |— 17°
; CTRL
HEADER
177
158 7 "|READER| 174 EC
~ 168 Lo
t 170
v )
| Ccon- PACKET 165 176
TROLLER GEN
C TS ~—164 172
CLOCK, 169
CTRL FIG.4 ouT
Lzm /212 /212 I212
0 0 0 0 202
D [] D r“_D_"//—ZH
218~ N 1 0 E !!F il922
200
[é | 204
234~ \/F
" L»DBE AN é
L 1 1\
Jj / /
246 140 144

FIG.5

18



EP 1 152 570 A2

L U 240
! /20 222\’ ‘ f 1
! 223 !
: HDR ; CcLOCK
FROM ! i
USER ! 22— ;
OR NET. ) :
5 224 :
E \ ,-225 |
! ADDRESS |\, 0 282
L 212 MEMORY 5
l 24..J E
\ CC-1 |
""""""" 219 T
200
__________ A Y s el B W1
! . \ : BACK
} 217 ; PLANE
| [}
: HDR !
<— TX/RX PPE :
MON | PROC :
DATA ! E
uT | OUTPUT CHANNEL : 1 :
E ; 5
i :
': ADDRESS :
Lo MEmoRy |V i
' CC-N i
<—T0O/FROM BACK PLANE 222
TO/FROM
TX/RX MODP /262 /263 264
<2l PPE e e f——
D : TIME E
S| by e
PBCS | GEN !
) o228 Y N J
22 CLOCK
MON DATA BUFFj——225

19



218
Y A 5.1 .
: /20 222\ © \ ! Bl
: 223 !
: orl CLOCK
TO/ =—1> TX/RX PPE  fococ -
FROM ! 5
USER ! 22 ;
OR NET: |
! 224 ' !
': N ,-225 |
: ADDRESS |\ t 282~
Po212 MEMORY 5
E 24— E
' CC-1 :
BACK
300
302 PLANE
219
___________ [ FPE 314
5 217 - !
pERE T TX/RX PPE  |oooc 5
DATA | :
OUT i OUTPUT CHANNEL I ¥ !
TO ! :
NET | | :
! i MON.
: ADDRESS |, o 1 3044— DATA
P212 MEMORY ; PROC.
' CC-N |
386~—4
PERF.
DATA
FIG.7 .

EP 1 152 570 A2

20




EP 1 152 570 A2

PASS DATA THROUGH NODE IN PACKETS THAT INCLUDE HEADERS }— 402

'

400 COPY AT LEAST SOME PACKET HEADERS T0 OBTAIN
RESPECTIVE HEADER CGPIES AS MONITORING DATA

>
o

404

4

FORM FROM MONITORING DATA MONITORING DATA PACKETS THAT
ADDITIONALLY REPRESENT TEMPORAL DATA RELATING TO HEADER  }— 406
COPIES INCLUDED THEREIN

‘

TRANSMIT MONITORING DATA IN MONITORING DATA PACKETS  }— 408

%

GENERATE PERFORMANCE DATA FROM MONITORING DATA [ 410 |
RECEIVED IN MONITORING DATA PACKETS

FIG.8A

BUILD DATA BASE OF MONITORING DATA RECEIVED IN 420
MONITORING DATA PACKETS

-
—
o

Y
ANALYZE MONITORING DATA IN DATA BASE TO GENERATE
PERFORMANCE DATA RELATING TO NODE

FIG.8B

422

RECEIVE ADDITIONAL DATA RELATING TO >=1 ADDITIONAL NODE 430
OF THE NETWORK--ADDITIONAL DATA INCLUDES EITHER OR BOTH |—"
MONITORING DATA AND PERFORMANCE DATA

210 l

ANALYZE MONITORING DATA AND ADDITIONAL DATA TO 432
GENERATE PERFORMANCE DATA RELATING TO NETWORK r/

FIG.8C

21



EP 1 152 570 A2

IDENTIFY ONES OF MONITORING DATA AND ADDITIONAL DATA INCLUDING
HEADERS HAVING IDENTICAL SOURCE & DESTINATION ADDRESSES

£
N

I

GENERATE PERFORMANCE DATA FROM IDENTIFIED ONES OF MONITORING DATA 442
AND ADDITIONAL DATA. PERFORMANCE DATA RELATES TO PERFORMANCE OF r/
CONNECTION THROUGH NETWORK BETWEEN SOURCE AND DESTINATION

FIG.8D

GENERATE TIME STAMPS ~ }—450

INSERT > = OF TIME STAMPS INTO EACH OF THE 452
MONITORING DATA PACKETS AS AT LEAST PART OF THE V

TEMPORAL DATA

FIG.8E

By
o

|

FORM EACH MONITORING DATA PACKET FROM THE 460
= | HEADER COPIES OBTAINED DURING A PREDETERMINED —
INTERVAL OF TIME TO PROVIDE THE TEMPORAL DATA

FIG.8F

£
(=]

22



	1: Bibliography
	2: Description
	3: Description
	4: Description
	5: Description
	6: Description
	7: Description
	8: Description
	9: Description
	10: Description
	11: Description
	12: Claims
	13: Claims
	14: Claims
	15: Claims
	16: Drawings
	17: Drawings
	18: Drawings
	19: Drawings
	20: Drawings
	21: Drawings
	22: Drawings

