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ated and displayed on a display device (20) in accord-
ance with the data generated by the optical correlator.
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Description

FIELD OF THE INVENTION

[0001] The presentinvention relates to an immersive display system. More particularly, the present invention relates
to an immersive display system that incorporates an optical correlator for imaging surrounding features within an en-
vironment and determining the relative position of a user's head within the environment as to display imagery on a
visual display relative to the position of the user's head within the display environment.

BACKGROUND OF THE INVENTION

[0002] Simulation systems are known which attempt to provide a user with a realistic simulation of being in a prede-
fined environment, such as, for example, on a golf course or in the cockpit of an airplane. This is accomplished by
providing the user with appropriate visual cues, or images. For greatest effect images are provided to the user so as
to provide for substantially all visually perceptible sensory input to the user. These systems are useful for providing the
user with the simulated experience of being in another environment.

[0003] Known systems provide for a display device which is typically supported by a user in very close proximity to
the user's eyes so as to dominate the visual input received by the user's eyes. In order to provide for a realistic illusion
of being in a different environment, known systems have provided for images or scenes shown on the display device
to be changed, or modified by a connected image generator in accordance with changes in the position of a user's head.
[0004] As an example, a user could experience standing on a golf course ready to tee-off. As the user maintains a
forward head position, the user is, for example, presented with an image or scenes of a fairway leading up to a green
on the golf course. As the user turns his/her head, the position of the user's head changes with relation to the environ-
ment and thus the connected image generator changes the images presented to the user on the display to give the
user the illusion of turning his/her head while standing at the tee. For example, the user might be presented with images
of fellow golfers standing to his/her left or right.

[0005] In order to provide the user with a realistic visual perception, known systems have used accelerometers to
measure the changes in a user's head motion to calculate the position of the user's head. These systems suffer from
inaccuracies due to the drift in head location estimates. Although these inaccuracies can be partially compensated for
by introducing a high-pass function of the head position estimate and biasing any drift toward a steady state "head-
upright forward facing" condition, such compensation is useful only if the user's head position makes short deviations
from a forward facing heads up condition. Otherwise, in situations such as where a user is not seated or is free-roaming,
errors are introduced which cannot be easily compensated for.

SUMMARY OF THE INVENTION

[0006] The present invention provides for an immersive display system which incorporates an optical correlator for
imaging a surrounding environment to allow for determining the location and angle of a user's head relative to features
and objects in the surrounding environment. There is also provided a display device for displaying imagery relative to
the location and angle of the user's head in the environment in response to a position output signal generated by the
optical correlator.

[0007] The method of the present invention provides for generating a position signal by optical correlation between
signals that represent images of an environment. A relative position relating to a user is determined based upon the
position signal. Imagery is generated for display in accordance with the determined relative position, and is displayed
for viewing by the user.

[0008] Other systems, methods, features, and advantages of the present invention will be or become apparent to
one with skill in the art upon examination of the following drawings and detailed description. It is intended that all such
additional systems, methods, features, and advantages be included within this description, be within the scope of the
present invention, and be protected by the accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] The invention can be better understood with reference to the following drawings. The components in the
drawings are not necessarily to scale, emphasis instead being placed upon clearly illustrating the principles of the
present invention. Moreover, in the drawings, like reference numerals designate corresponding parts throughout the
several views.

FIG. 1 illustrates the present invention;
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FIG. 2 illustrates the present invention in respect to an environment;

FIG. 3 illustrates an optical correlator;

FIG. 4 illustrates an alternative embodiment of the present invention;

FIG. 5 illustrates an interior surface having a distinct surface characteristic; and
FIG. 6 is a flow chart illustrating the method of the present invention.

DETAILED DESCRIPTION

[0010] Withreferenceto FIG. 1,the presentinvention provides an immersive display system in which an environment
200 is provided. Objects and features in the environment 200 are imaged by at least one of optical correlators 30 to
determine the position and angle of a user's head relative to surrounding objects and features in environment 200.
[0011] Environment 200 may be any static environment that provides optical contrast when imaged. As an example,
the interior of a home could be the environment 200. In this case, the ceiling, floor, walls, furniture and other contents
and features in the home could be imaged by the optical correlators 30 to determine the position and angle of a user's
head relative to surrounding objects, structures and features in environment 200. As a further example, environment
200 can be defined by the surrounding features and structures, including buildings, trees, the sky, ground and other
features that might exist outdoors. In short, environment 200 may be defined by almost any static environment in which
a user of the present invention may be located. Imaging the environment 200 by optical correlators 30 is described
below with reference to an environment defined by an enclosure 100. It will be recognized that the following description
is also fully applicable to the embodiment of the invention shown in FIG. 1 that lacks such an enclosure. It will also be
recognized that when the invention is used in an environment that lacks an enclosure, and the objects, structures and
features of the environment can differ substantially in distance from the user, the optical correlators 30 should addi-
tionally include a range finder to enable the detected displacement of the image to be translated into an angular dis-
placement.

[0012] FIG. 2 illustrates another embodiment of the present invention in which an enclosure defines the boundary
of an environment 200. In this embodiment, an enclosure 100 is used to define the environment 200. Enclosure 100
has an interior surface 110 area that is preferably patterned, or textured. Alternatively, an image may be projected onto
the interior surface 100. The pattern, texture or image preferably has a high contrast. Although the enclosure 100 may
be of any shape orsize, a preferred embodiment has a hemispheric or globe-like shape andthe user's head is preferably
located at or near its center.

[0013] With referenceto FIG. 1, FIG. 2 and FIG. 3, the present invention provides a display unit 10 that incorporates
optical correlators 30 that determine the position and angle of a user's head relative to surrounding objects and features
in environment 200. Display unit 10 also includes visual display 20.

[0014] Figure 3 shows optical correlator 30 that incorporates an imager 32 and an optical system 34 for focusing
light on to imager 32. Imager 32 is preferably a complementary metal-oxide-semiconductor (CMOS) photo imager.
However, other imaging devices such as a charge-coupled device (CCD), an amorphous silicon photo sensor array or
any other photo diode array or photo transistor array may also be used.

[0015] Light from interior surface 110 is concentrated onto imager 32 by optical system 34. Imager 32 repetitively
generates an imaging signal 63, or snapshot signal, that represents the portion of the interior surface 110 of enclosure
100 that is currently being monitored, or imaged by imager 32. The rate at which the imaging signal 63 is generated,
and the duration of the exposure represented by each instance of the imaging signal can be determined dynamically
to optimize one or both of the navigation accuracy and the signal-to-noise ratio of the imaging signal. The imaging
signal 63 is delivered to a navigation engine 70 and may be stored into memory 75.

[0016] Navigation engine 70 generates positional signal 66 and outputs it to image generator 71. Image generator
71 subsequently generates an output signal 65 for display on visual display 20, given the relative position and angle
of the user's head relative to the environment 200 as represented by positional signal 66. In a preferred embodiment,
display unit 10 is equipped with three optical correlators 30. Each of the optical correlators individually images interior
surface 110 and provides an averaged or best-of-many output to navigation engine 70.

[0017] It should be noted that navigation engine 70, and memory 75, can be configured as an integral part of display
unit 10. Further, navigation engine 70 could be implemented as, for example, but not limited to, a dedicated digital
signal processor (DSP); an application specific integrated circuit (ASIC) or a combination of logic gates. Positional
signals generated by imager 32 can be transferred to navigation engine 70 via either a cable interface or a wireless
transmission system. The wireless transmission system could be, for example, optical or radio frequency. Further,
positional signal 66 can be provided to image generator 71 via an interface 72. Interface 72 can be, for example, either
a cable interface or a wireless transmission system. Examples of wireless interface systems are an optical transmitter/
receiver systems or radio frequency transmitter/receiver.

[0018] As forvisual display 20, it will be recognized that visual display 20 may be implemented in a variety of display
means, including, for example, cathode ray tube, liquid crystal display or holographic display.
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[0019] In FIG. 4, which illustrates another aspect of the present invention, there is provided an omni-directional
treadmill 300 that allows a user apparently to walk in any direction without actually leaving the environment 200. As
the user walks, image generator 71 receives an input signal from omni-directional treadmill 300. The input signal is
used to determine the imagery to be generated by image generator 71 for display on visual display 20. The input signal
from omni-directional treadmill 300 could represent the speed or direction of the omni-directional treadmill 300, where
speed and direction of the omni-directional treadmill 300 are influenced by the movement or footsteps of a user on the
omni-directional treadmill 300. This input could be used to provide motion information related to the user, such as
relative speed and directional information, to the image generator 71. In turn, image generator 71 can adjust or change
the imagery displayed on visual display 20 in accordance with the input signal from omni-directional 300. For example,
if the signal from omni-directional treadmill 300 indicates the user's speed is increasing, image generator 71 could, for
example, cause imagery to be displayed on visual display 20 faster to give the user a view consistent with walking
faster or running within the scene displayed on visual display 20. Motion information could alternatively be provided
by a pedometer instead of the omni-directional treadmill 300. This way of generating motion information would require
that the user's maximum excursion from the center of the enclosure 100 be limited to a distance that is small compared
with the radius of the enclosure 100.

[0020] FIG. 5 shows an interior surface 110 of enclosure 100, which has a distinct surface characteristic, or pattern.
In this example, the pattern is represented by alpha-numeric characters to ease explanation, as the alpha-numeric
characters are more easily distinguishable for purposes of discussion. However, such alpha-numeric characters could
in fact be used as an effective surface pattern for interior surface 110 as contemplated by the present invention.
[0021] With reference to FIG. 5, there is shown a first, or reference snapshot (REF) 41; a second, or comparison
snapshot (CMP) 42; and an area of commonality 45. Each snapshot, REF 41 and CMP 42, represents a predetermined
area, for example, an area 300 mm x 300 mm.

[0022] During the use of display unit 10 in an environment 200, imager 32 obtains a first snapshot (image) of the
interior surface 110 of enclosure 100 as a reference snapshot (REF). This reference-snapshot data (REF) is stored
into memory 75. After a fixed amount of time, a second snapshot of the interior surface 110 of enclosure 100 is obtained
by the imager 32 as comparison (CMP) snapshot 42. Data representing CMP 42 is then compared by navigation engine
70 with data representing REF 41, which is stored in memory 75. More particularly, CMP data is mathematically cross-
correlated with REF image data stored in memory 75 so as to determine the offset, in both the X and Y direction,
between the first (REF) snapshot 41 and the second (CMP) snapshot 42. Many correlation methods are known to
those of ordinary skill in the art of image correlation. Cross correlation calculations may be carried out in accordance
with equation 1, for example, as follows:

N

1 M
Ci,j = (;1—;) ZZ(rm.n _cm—i,n-j)z (1]

m=1 n=1

where ry, , and ¢, , respectively represent pixel values of the REF and CMP snapshots at point {m,n}, and i and j
represent the offset between REF and CMP snapshots. The ¢, ,; values are padded with zeros in regions of ry, ,
where there is no overlap.

[0023] The area of the interior surface 110 of enclosure 100 that is the subject of each snapshot is typically substan-
tially less than the overall size (area) of the interior surface 110 of enclosure 100. As the display unit 10 moves, so
does the imager 32 in relation to the interior surface 110 of enclosure 100. Thus, the scene viewed (imaged) by imager
32 also changes.

[0024] To perform the cross-correlation calculations effectively, the details of the interior surface 110 of enclosure
100 contained in the REF snapshot should have some commonality (area of commonality 45) with details of the interior
surface 110 of enclosure 100 contained in the second CMP snapshot. In other words, the distance traveled by imager
32 between the point at which the REF snapshot is obtained and the point at which the CMP snapshot is obtained
cannot be so great that the CMP snapshot totally lacks commonality with the REF snapshot. If this condition occurs,
the display unit 10 will become "lost" or "out of bounds" in the environment. For tracking the relative position of display
unit 10 to function smoothly, the CMP snapshot of the navigation surface should include at least some portion of the
navigation surface details that also appear in the first REF snapshot image.

[0025] As movement of the imager 32 progresses, the overlap (or area of commonality) between the CMP and REF
snapshots decreases. In the extreme case, the overlap (area of commonality) between the CMP and REF images
decreases 1o zero, as is exemplified in FIG. 6 by REF snapshot 41 and snapshot 48. In this case, the imager 32 would
become "lost" and be unable to properly report the relative position of display unit 10. However, in the present invention,
as the area of commonality between the CMP snapshot and the REF snapshot decreases to a predetermined area,
or percentage, of commonality (overlap), the CMP snapshot is copied into storage memory 75 and thus becomes the
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new REF snapshot. This procedure is called a re-referencing procedure or REREF. Immediately, subsequent to a
REREF, the CMP snapshot and REF snapshot are the same, meaning that there is complete or total overlap (commo-
nality) for cross-correlation purposes.

[0026] An alternative to the above procedure involves obtaining a cumulative snapshot of the entire interior surface
110 of enclosure 100 via taking a series of snapshots of the interior surface 110 of enclosure 100 and storing the data
into memory 75. This stored data cumulatively represents the entire interior surface 110 (cumulative snapshot), or a
selected portion thereof. Subsequently, as display unit 10 is moved during use, comparison snapshots (CMP) are taken
of the interior surface 110 and compared with the cumulative snapshot data stored in memory 75. This alternative
requires increased hardware, specifically memory to accommodate the increased snapshot data size. However, it
eliminates the possibility that cross-correlation calculations cannot be carried out where the CMP snapshot shares no
commonality of details with the REF snapshot (where the display unit 10 gets lost), since all details of the interior
surface 110 of enclosure 100 are stored in memory 75. Interior surface 110 of enclosure 100 preferably has a cooper-
ative texture, or pattern, along all surface areas that will be monitored by imager 32 of optical correlator 30. It should
be noted, however, that the imaged surface of interior surface 110 of enclosure 100 could also have a random texture.
[0027] FIG. 6 is a flow chart illustrating the method of the present invention. A reference snapshot (REF) of interior
surface 110 of enclosure 100 is obtained via imager 32 (201). The reference snapshot (REF) is stored into memory
75 (202). After a fixed period of time has elapsed (203), a comparison snapshot (CMP) of interior surface 110 of
enclosure 100 is obtained via imager 32 (204). Navigation engine 70 calculates the relative position and angle of the
display unit 10 via cross correlating reference snapshot (REF) with comparison snapshot (CMP) (205). The position
and angle of display unit 10 is then reported to the controller 71 in accordance with the calculations of the step at 205
(206). A determination is made as to whether or not the display unit 10 has moved more than a predetermined distance
(orto a point where CMP and REF snapshots share less than a predetermined area of commonality) since the reference
snapshot (REF) was obtained (207). If it is determined in the step at 207 that the display unit 10 has moved more than
a predetermined distance ("approaching out of bounds"), the comparison snapshot (CMP) obtained in the step at 206
is stored to memory 75 and becomes the new REF snapshot (208).

[0028] Further, the present invention provides an immersive display system which can be used to augment existing
accelerometer based immersive display systems so as to more accurately establish up/down with respect to gravity
and to distinguish between head motion and the motion of objects/structures in the area surrounding the user.
[0029] It should be emphasized that the above-described embodiments of the present invention, particularly any
"preferred" embodiments, are merely possible examples of implementations, merely set forth for a clear understanding
of the principles of the invention. Many variations and modifications may be made to the above-described embodiment
(s) of the invention without departing substantially from the principles of the invention. All such modifications and var-
iations are intended to be included herein withinthe scope of the presentinvention and protected by the following claims.

Claims

1. A display system comprising:

a display unit (10) comprising an optical correlator (30); and
a visual display (20) for displaying imagery based upon an image output signal from said optical correlator.

2. Adisplay system according to claim 1 wherein said visual display (20) comprises a liquid crystal display.

3. Addisplay system according to claim 1 or 2 wherein said optical correlator (30) comprises an imager (32) and an
optical system (34) for focusing light on said imager (32).

4. A display system according to one of the preceding claims wherein said optical correlator (30) optically monitors
a surface (110) and generates said image output signal in accordance therewith.

5. Adisplay system according to claim 4 wherein said surface (110) comprises structures within a environment (200).
6. A visual display comprising

optical correlation means (30);

a visual display means (20) for displaying imagery based upon an image output signal from said optical cor-

relation means (30); and
an interface means (72) for transmitting signals to a connected system (71).



10

15

20

25

30

35

40

45

50

55

EP 1 152 279 A1

7. Avisual display according to claim 6 wherein said optical correlation means (30) optically monitors a surface and

generates said image output signal in accordance therewith;

8. A visual display according to claim 6 or 7 wherein said optical correlation means (30) comprises an imager (32).

9. A visual display according to claim 8 wherein said optical correlation means (30) further comprises an optical
system (34).

10. A method of displaying imagery on a display device comprising the steps of:

receiving positional signals generated by an optical correlator which represent an image of a surface of a
environment (204);

determining a relative position relating to a user based upon said positional signal (205);

generating imagery for display on a display device in accordance with said determined relative position (207);
and

displaying said imagery on said display device for viewing by said user (209).
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