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ABSTRACT

A large fraction of the circuit design engineetime is spent in optimiza-
tion of circuit parametersAn optimization program for SPICE circuit design
using the Simpbe algorithm is described.This technique can relie the engi-
neer from much of the tediumvisived in circuit optimization.Any number of
parameters, such as resistalues, currents and transistor sizes, may be automat-
ically adjusted to optimize an objeatimeasure of circuit performance.

To date, a wide ariety of circuits hee been optimized, including: geral
MODFET digital cells, an HP3X high-speed output stage, HP3X and HBT com-
parators and an HBT sample and hoKey performance measuresvealeen
improved up to 1.5x over hand designs by a skilled engineer

This paper describes the Simplkgorithm and demonstratessitgpplica-
tion to circuit design. Some pétfs and heuristics for designing viable objeeti
functions are discussed.

INTRODUCTION

The purpose of this paper is to share the authors’ celeetperience in the area of com-
puteraided circuit optimization with HB’design community at lge. Ourdepartment has long
been ivolved with high speed IC design where a higgrde of circuit optimization is required.
In the design phase of a typical circuit, agtarfraction of the engineertime is spent doing
tedious hand optimizationOften we are wrking with experimental processes whose parameters
are subject to changdn these cases, avgnh drcuit cell may need to be re-optimized for each
new variation of the process.

OPTIMIZA TION

The first step in setting up a circuit optimization is todea gantitatve description of
circuit performance.Such a performance measure is called ‘abjéctive function’. As an
example, an objecte function for a digital logic gte would probably include such performance
measures as: output risetime, totalvpodissipation, propagion delayand so on.We havecho-
sen to define our circuit performance metric so that it is minimized tovachie highest circuit
performance. Thebjectve function may then be intuigly interpreted as a sum of terms which
penalize the circuit for gnfailure to meet the design specificatid@dnce the objeote function
has been formulated, we can minimize it witty @h a number of minima-finding algorithms,



thereby optimizing the circuit performance.

There is a wealth of stragies in the literature for finding the minima of a function [1].
Many of the more sophisticated minimization algorithms suchsésepest desceht® ‘Fletcher
Reeres” and “Marquardt’, have the dravback of requiring a symbolic calculation of the
derivative d the function to be minimizedSince this information is nowailable from numerical
circuit simulation results, these methods are not appropriate for use with SPICE.

The concept of circuit optimization using SPICE or similar simulators is mat Seveal
systems xst in the realm of unersity research [2],[3] Difficulty of obtaining these systems in a
form compatible with HPSPICE has forced us to create wur mrogram, haever. The opti-
mization stratgy we chose uses the Simypldgorithm proposed by Nelder and Mead in 1965
[4]. It requires only functionwaluations (no eplicit calculation of dekiatives) and is simple
enough to program and debeasily [5].

It is worth noting that we are optimizing circyérameters, not circuittopology. Optimiz-
ing circuit topologies for a gen task is amuch harder problem, although there is some Al-based
research on this topic at weisities [6].

THEORY OF THE SIMPLEX METHOD

In searching an N-dimensional space of the oljjedtinction defined by the N parameters
of the circuit, it is unrealistic toxpect ay algorithm to be able to find a global minimum from
ary starting point. The best that can be done is for the design engineer ta@ra starting cir
cuit configuration that is within thébbwl’’ of the global minimum.The minimization algorithm
can then hunt denhill from the starting point to find the minimum of the functigihis should
not necessarily be considered avdvack... the need for a skilledperator is wi we gill have
jobs in the computer age!)

Once an initial starting point has beewnani, hov do we cornverge 1o a minimum? The
algorithm first generates ‘asimplex’: a simple is a mathematical figure that has one moegte
than the space in which it is embeddédr example, on a plane (2 dimensions), a simptea
triangle, in 3 dimensional space, a simxgkea etrahedron, etc.

After generating the initial simpte the algorithm ranks theertices according to thealue
of the objectie function at each pointlt then tales the worst \ertex and attempts to substitute a
new, better \ertex for it. Improved vertices are generated by either reflectiampamsion, contrac-
tion or shrinkage. A description of these possibilities for the triangular sinpke two dmen-
sional optimization is shen in figure 1.

Figure 1 Potential Simplex Moves.

The first attempt at a betteentex takes \ertex W (the worst one) and reflects it through the cen-
troid of the other grtices to try point RIf the objectve function is better at point R than the 2nd
best point N, thenertex R replaces W and an attempt is made to sten &urther in that direc-
tion by trying \ertex E. If E is dill better, it replaces R in the simple

If point R cavea worse \alue of the objecte function than the 2nd best point N, an attempt
is made instead to contract therat point W tavards the best points by miog to point C.If C
is better than N, it replaces,\6therwise, all the points are shrunk to points S in the direction of
the best point B.

Once a n& simplex has been constructed by one of the four steps,ditees are reramkl
and the ygcle is repeated until ceargence to the minimum of the function has occured.



Figures 2 shwes an initial configuration of a simpd®n an objective surface which consists
of a u-shapedalley with a minimum at (1,1) with the functiowauations shan as dots.Figure
3 shows the simple after the first iteration.It has accepted a reflection of therat point and
rejected anxpansion attempt thatagea worse alue. Figure 4 shes the simple after the sec-
ond iteration where a contractiorasvaccepted after an initial reflection. tiyigure 5 shws a
complete trace of the simplefter it has comerged to the minimum of thealley.

FORMULATION OF THE OBJECTIVE FUNCTION

The key © enabling the computer to optimize a circuit is to fully encapsulate allargle
measures of the desired circuit b@ba into a single numericalalue. Thisvaue will then be a
function y (P4, P» - - - Py) of each of the ariable parametersin initial try of such a function for
an output stage might be

X(P1--Pn) = Trisgtime + T falltime-

Using this function to dvie the optimizer wuld likely reveal some surprisedt may be possible
to choose &lues ofP4, P,, ... Py SO thatTjsime IS traded dfwith T1ime- INStead of ending up
with 100ps rise andafl, you might get 50ps rise and 140p8.f An even more disconcerting pos-
sibility would be that the optimizer might dei the output wltage swing to nearly zero to ackae

the best risetimeA better definition ofy to avoid these tw problems vould be

7 = Trisstime + T talitime + @ (Trisetime = T falitime)” + 8 €X0(Vspec = Vning)-

Here we penalize the objeai function for ag imbalance in the riselll times. If it is critical

that these times be well matched, we canenakarge. Theexponential term gies us a hrge

penalty wheneer the simulated swinyg,ing falls belov the taget specVg,e:. (In practice, a
piece-wise linear function is generally used instead ofxporeential, so as to i@ zro penalty
for performance which meets otaeeds the specification.)

It is often appropriate to include a similar limit on totalveo dissipation.A second DC
analysis might be run to calculate the noisegimaof the gite. Owershoot and ringing may need
to be considered als® good stratgy is to run the optimizeenalyze the minimized configura-
tion, and then modify the objeed function to &oid arny unpleasant behéor.

In theoptspice program described belop the objectie function may be composed of multi-
ple terms. Given a measure of circuit performanog a dcesired performancey,g, and a poor
performancex o, the normalized contriltion to the objectie function due to the metricis

X=X X=X
norm§<, X good, Xpoor = maxg), e U, maxgl, S Rpoor L

U Xpoor ~ Xgood U Xpoor ~ Xgood U
As shavn in figure 6, the normalized function is O falwes better than thggbod” value, 1 at
the ‘poor” value, and greater than 1 (at twice the slope) &twes vorse than thepoor” value.
The idea is that 1) if thégood” value is achieed, then no contrilition is made to the objeeé

function; 2) terms wrse than theirpoor” values will be emphasized in the total objeetalue.

Each of the normalized conttitions is then multiplied by a relaé weight and aeraged
together to compose the complete objecfiinction.

Figure 6. Objective Normalization Function.



IMPLEMENT ATION

Our initial investigation resulted in a program using the Simgigorithm that had the cir
cuit topology and the calculation of the objeetfunction written into the progranThis required
rewriting portions of the program for each change in the circuit topology or aolgeftiction
and required a detailed understanding of the optimization algoriftins. simple ‘ersion of the
program vas used by seral members of our department.

Soon it became clear that a more tfsendly interiace was needed.The present ersion
of the program, calleddptspice”, provides a simple inteaice that can be learned with a mini-
mum of efort. Optspice operates on a spice deck that includegrs¢ command lines recognized
only by optspice:

The .opt_param statement defines the names and startalges of the parameters to be opti-
mized. ltalso defines starting step size and the error size foeg@mce.

The .opt_limit statement alls the designer to specify hard limits on parameadwes. These
limits are eduated by the HPSPICE post(1) program, @&dyf general gpressions may be used.

The.opt_obj statement specifies the names angetiavalues for the objeates for the circuit per
formance. Multiple.opt_obj statements are ailled (with weights); the total objeeé function
is the weighted\aerage of all of the normalized objeatierms.

The .opt_def statement is used to definevhto measure the objeetis from the results of the
simulation. Thesexpressions arevaluated by post(1) so the full per of that vavdorm analy-
sis tool is gailable without additional programming.

Optspice cycles through the follwing steps:

» Generate Nw Point
A new point in the parameter space is generated according to the Siatgmeathm.

* Test Limits
The nev point is tested agjnst the limits specified by thept_limit statements by running
post(1) to galuate the rpressions.

* Run Spice
A legd HPSPICE input deck is generated and run.
* Evaluate Objecties

Post(1) is used ain to determine performance at this poilttgenerates the single number
for the total objectie function.

» Saveor Discard Point
If the nav point is better than gnof the old points in the simpteit is inserted and the pre-
vious worst point is discarded.

The gcle continues until the process werges to a set precision or a limit on iterations is
reached.



EXAMPLE OPTSPICE INPUT DECK:

test3: trivial example of RLC settling optimization
vins %vin 0 pulse (-1 1100ps 100ps) # input sowe

#### circuit to be optimized

# We wish to minimize the settling time of this RLC circuit
# The R is the wariable.

11 %vin 1 25nH

rl 1 %vout value=opt.rl

cl %vout 0 1pF

### parameters to optimize:
.OPT_PARAM rl start=50 relstep=.3 reltol=.01

##Ht raw file (sae anly what we need)
.post tr v(vin) v(vout)
.post tr i(vins)

### definitions

# 1% settling tolerance on vin and wut:

.OPT_DEF tol=.01

.OPT_DEF xsettle(wvtol,t)=xcross(abs(w-yalue(wt)),vtol,-1,t)
.OPT_DEF tsett=max(xsettle(vin,tol,10n),xsettle@ut,tol,10n))

# oshootp finds the @ershoot in waveform w the time window [x1,x2]
.OPT_DEF oshootp(wx1,x2)=max((w-y\alue(w,x2)+100)*xlim(x1,x2)-100)
.OPT_DEF xlim(x1,x2)=trunc(time-x1+1,1)*trunc(x2-time+1,1)
.OPT_DEF oversh=max(oshootp(vin,0n,10n),oshootp@ut,0n,10n))

## limits
.OPT_LIMIT r1>5

### objectives

# Primary objecti ve: short settling time

.OPT_OBJ tsett good=1e-9 poor=3e-9 weight=3

# Secondary objectve: small overshoot

.OPT_OBJ oversh good=5e-3oor=25e-3 weight=1

.tran 100p 10n
.end



EXPERIMENT AL RESULTS

Some circuits which were optimized with one or anotteesion of the optimizer are listed
in Table 1.

Circuit #parms Objectie initial optimized | improvement
SAC/MODFET tuffer 5 trise + Lagiay 104 ps 78 ps 1.33 x
HBT comparator 6 min. pover at 6GHz clock| 2.4 ma 2.3 ma 1.04 x
SAC/MODFET 2:1 Sel. 6 Trise * Tgaay, 2 NOdeES 163s 132ps 1.2
SAC/MODFET 4:1 Sel. 7 Trise + Tgeiay: 3 NOdes 356s 278ps 1.28
SAC/MODFET latch 7 trise + Lagiay 104.5ps| 68.7 ps 1.52 x
HP3X comparator 9 tregeneration * trecovery - 260ps
3 dage HP3X drier v.1 12 tiransition 66 ps 50 ps 1.32x
2 gage HP3X drer 13 tiransition 70 ps 52 ps 1.35x
3 dage HP3X drer v.2 13 tiransition 64 ps 46 ps 1.39 x
SAC/MODFET drver 13 fie, 3 n0des 13ps 111ps 1.17
HBT sample/hold 7-25 tacq + tsattiing + POWEr 215 ps 140 ps 1.54 x

Table 1. Summary of Optimized Circuits

In generalpptspice seems to gie the greatest performance impements when the circuit
has mawp parameters with strong interactiond/hen a particular objeet is controlled mainly
by one parametea human designer can often neauicker progress thaoptspice. Howeve,
when more than 2 or 3 parameters interact, a human designer quickly gets bogyedttie
repetition of trials and the di€ulty of trying to understand the interactionghis is whereopt-
spice can mak a big contritution: it sares the designes ime by letting the computer do the
tedious job of multi-parameter optimization.

Sometimes, the designervgs up some understanding of the circuit by letting the computer
do the vork. Atother times, havever, we haveganed \aluable insight into a circuit when the
optimization has lead to designs that we did not anticipate, and that we mightenaiheawise
found.

Usually, there are conflicting constraints and objesti Ithas been found that selecting
the right set of objeates dten involves runningoptspice several times, adding constraints and
objectves & reeded. Oncthese are defined, Wever, it is possible to ma& drcuit or model
changes and reoptimize the circuit with a minimum fwref Thisallows designers to play
“what if” games with circuits or déce models with some assurance that the results are opti-
mized for each trial.

As you might suspecptspice is a conspicuous consumer of compuyteles. Inthe cir
cuits optimized sadf, the runtimes of the indidual spice runs h& ranged from 15 to 120 sec-
onds on an HP 9000/83®ptimization ofN parameters generally & about Rl? spice runs.
Including orerhead of 10-45 seconds foraluation of constraints and the objeetifunction, this
yields optimization runs ranging from 15 minutes for 4 parameters up to a day for 26
parameters.

One of the problems with goptimization scheme is finding the global minimum in the
presence of local minimalwo stratgies h&e been emplged to work around this problemThe
most olvious method is to start circuit optimizations fromesal starting points.This has been
used by seeral designers; some found thatyhreached sonwéhat diferent final points, while



some found little change in the final resiresumablythe characteristics of the circuit and the
nature of the alternate starting points both playdararts in this bekor.

Another stratgy is huilt into optspice: after completing one optimization run, another is
started from the best point of the first run, with an increased starting step size for each parameter
This seems to find a better point than the first trial about half the time, though theamgmois
usually small.In general, it is gry hard to tell what the parameter space & ldo knwing hov
close your solution is to theewy best solution is quite (iiult.

CONCLUSIONS

A methodology and program for computeded circuit optimization has been presented.
Such a system can be easy to use, whilimgdhe design engineer from needless tedioukw
Actual performanceajns for optimized circuits lva been obsermd to be as high as 1.5 X
most cases, the program outperformed hand optimization.

Although more sophisticated programssein the realm of unersity research, to our
knowledge this werk is the first application of these techniques to HPSPICIS.our hope that
these results will encourage KBREsigners to makuse of computeaided circuit optimization
and encourage H®tool builders to preide more sophisticated optimization tools.
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